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Introduction



Introduction

ÅThe useful medical information is embedded in clinical text such as 
EMRs.

ÅMost of studies focus on clinical text in English.
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Method

ÅTo extract local context information of 
Chinese character of interest.

Input Layer:
Chinese character embedding: 50
Radical embedding: 25
Position embedding: 20

Input to CNN-
Size of sliding window: [-2, 2]

CNN Layer - Size of convolution kernels:
Number of filters of each size: 32

Output: 
Sentence represent as 
g = (g1,g2,…,gn)



Method

ÅTo model a sentence to capture global context 
informationof a sentence. Size of LSTM unit: 100

Dropout Probablity: 0.5
Training Epochs: 30

Input:  g = (g1,g2,…,gn)

Output: h = (h1, h2, … ,hn)



Method

ÅDetermines relativity strengthof other 
Chinese characters to a Chinese character of 
interest.

Output: z = (z1, z2, …, zn)



Method

ÅPredicts a label sequence for an input 
sentence by considering relations between 
neighbor labels.

Input: z = (z1, z2, …, zn)

Output label sequence: y = (y1, y2, …, yn)
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Experiments
ÅDatasets
ÅCKKS2017_CNER

ÅICRC_CNER



Experiments
ÅStrict: Entities are matched with gold one in boundary 

and category.

ÅRelaxed: Only check entities overlap with gold ones. 



Experiments

Åw/o: without
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Conclusion

ÅEntity recognition in Chinese clinical text.

ÅExtends LSTM-CRF by introducing a CNN and attention layer.

ÅCNN is capture local context information of the Chinese character of 
interest.

ÅAttention layer is used to determine relativity strength of other 
Chinese characters to Chinese character of interest. 


